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symmetry and will consist of a number of equal sectors each of which can be mapped on a rectangle in the hodograph plane. Thus it is easy to obtain an approximate flow pattern and stagnation zones in the isolated regions. The outer stagnation zones surrounding the point at infinity are, of course, the most interesting ones, since the stagnation zones near the inner critical points of the flow are small, when $\lambda$ is small.
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Appearance of a secondary steady flow which is a Taylor vortex, caused by the loss of stability of the Couette flow between the rotating (in the same direction) cylinders is investigated using the Liapunov-Schmidt method. It is shown that the secondary solution can be obtained in the form of a series in powers of the parameter $e=\left(N_{\mathrm{Re}}-N_{\mathrm{Rc}}\right)^{1 / 4}$ where $\boldsymbol{N}_{\text {Ro }}$ is the Reynolds' number and $\boldsymbol{N}_{\text {Ret }}$ denotes its critical value. First two terms of the series are analised for two separate cases and it is established that the Taylor vortex is defined uniquely with the accuracy of up to the displacement in the axial direction. Perturbation theory is used to show that at small e the Taylor flow is stable with
respect to rotationally symmetric perturbations.
Example of analysis of the torque is given at the end of the paper.

1. Statemeat of the problem and the resulti. Let a viscous incompressible fluid of unit density and viscosity coefficient $v$, fill the space between two concentric cylinders of radii $R_{1}$ and $R_{2}$ rotating with angular velocities $\Omega_{1}$ and $\Omega_{2}$ ( $\Omega_{1} \Omega_{2}>0$ ). We shall seek the $2 \pi / \alpha$-periodic flows parallel to the $z$-axis of the cylinders, under the assumption that no loss of fluid occurs on the transverse direction, Then the Navier-Stokes equations will have a solution $V_{0}$ (Couette flow) whose components will be given, in cylindrical ( $r, \theta, z$ )-coordinates, by

$$
\begin{gather*}
\nu_{0 r}=v_{0 z}=0, \quad v_{0 \theta}=a r+b / r  \tag{1.1}\\
a=\frac{R^{2} \Omega-1}{R^{2}-1}, \quad b=-\frac{R^{3}(\Omega-1)}{R^{2}-1}, \quad R=\frac{R_{2}}{R_{2}}, \quad \Omega=\frac{\Omega_{2}}{\Omega_{1}}
\end{gather*}
$$

The Couette flow is defined by the parameters $\Omega$ and $R$ and is independent of the Reynolds' number $N_{\mathrm{Re}}=\Omega_{1} R_{1}{ }^{2} / v$.

We shall seek a secondary flow $\mathbf{v}^{\prime}$ in the form $\mathbf{v}^{\prime}=\mathbf{v}_{0}+\mathbf{v}$ and the corresponding pressure $p^{\prime}$ in the form $p^{\prime}=p_{0}+p / R e$, where $p_{0}$ is the pressure corresponding to the flow (1.1). Quantities $\mathbf{v}$ and $p$ are given by the following Eqs. (in dimensionless variables)

$$
\begin{gather*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)+\frac{\partial v_{z}}{\partial z}=0  \tag{1.2}\\
\Delta v_{r}-\frac{v_{r}}{r^{2}}-\frac{\partial p}{\partial r}=N_{\mathrm{Re}}\left[v_{r} \frac{\partial v_{r}}{\partial r}+v_{z} \frac{\partial v_{r}}{\partial z}-\frac{v_{\theta} 2}{r}-2 \frac{v_{0 \theta}}{r} v_{\theta}\right]  \tag{1.3}\\
\Delta v_{\theta}-\frac{v_{\theta}}{r^{2}}=N_{\mathrm{Re}}\left[v_{r} \frac{\partial v_{\theta}}{\partial r}+v_{z} \frac{\partial v_{\theta}}{\partial z}+\frac{v_{r} v_{\theta}}{r}+\left(\frac{d v_{0 \theta}}{d r}+\frac{v_{0 \theta}}{r}\right) v_{r}\right]  \tag{1.4}\\
\Delta v_{z}-\frac{\partial p}{\partial z}=N_{\mathrm{Re}}\left[v_{r} \frac{\partial v_{z}}{\partial r}+v_{z} \frac{\partial v_{z}}{\partial z}\right] \tag{1.5}
\end{gather*}
$$

Solution $v, p$ of the system (1.2)-(1.5) must be $2 \pi / \alpha$-periodic in 2 and satisfy the following boundary conditions

$$
\begin{align*}
& \mathrm{v}=0 \quad \text { when } r=1, R  \tag{1.6}\\
& \int_{i}^{R} v_{z}(r, z) r d r=0 \tag{1.7}
\end{align*}
$$

We shall assume that $a<0$ and this will imply that the flow (1.1) is unstable at large $N_{\mathrm{Re}}$.
Rigorous proof of the above statement, known already to Taylor (in 1924), is given in [1, 2 and 3]. Let $N_{\text {Re. }}$ be the least eigenvalue of the corresponding linearized problem. It was shown in [2 and 3] that this eigenvalue is double for all $a$, with the exception of a certain enumerable set (it is single in the vector subspace in which $v_{r}$ and $v_{0}$ are even and $v_{x}$ is odd) and, that it represents a bifurcation point of the nonlinear problem (1.2)--(1.7)(see also [4 and 5]); when $N_{\mathrm{Re}}$ is almost equal to $N_{\mathrm{Re}}$, then the above problem has nonzero solutions vanishing as $N_{\text {Re }} \rightarrow N_{\text {Ree }}$.

Subsequent application of the Liapunov-Schmidt method makes it possible to establish the number of small-value nonzero solutions and to investigate the spectral distribution of the nonlinear problem.

Using the results of [6] we show, that the nonzero solution is unique up to within the
displacement along the $z$-axis (two solutions are obtained in the subspace indicated above) and, that it is an analytic function of the parameter $\varepsilon=\left(N_{\mathrm{Re}}-N_{\mathrm{Re}}\right)^{2 / 2}$. It exists only for $N_{\mathrm{Re}}>N_{\mathrm{Re}}$, and is stable under the rotationally symmetric perturbations while the Couette flow (1.1) becomes unstable.
No general proof of the above facts exists (it can be given for the case of a narrow gap between the cylinders; see also analogous results obtained for the related free convection problem [6-8]). The main difficulty lies in the fact that the results of [6] can be utilized if and only if it is proved that a certain constant $g$ is positive (see' below [2.28]). This has not been proved for the general case but, when $R$ and $\alpha$ are given, then its correctness can be established by numerical methods while computing the secondary flow. An example of such a procedure is given in Section 3.

To dispel the possible wrong impressions, we shall remind the readers that the "principle of alteration of stability" for the case of the Couette flow and the possibility of restricting ourselves to the rotationally symmetric perturbations (there is no analog to the Squire's theorem) although confirmed by experiments, have not yet received a rigorous proof.
2. The Liapunov-Schmidi method. 1. Liapunov-Schmidt series. We shall seek the solution of the problem (1.2)-(1.7) in the form

$$
\begin{equation*}
\mathbf{v}=\sum_{k=1}^{\infty} \varepsilon^{t} \mathbf{v}_{k}, \quad p=\sum_{k=1}^{\infty} \varepsilon^{k} p_{k}, \quad \varepsilon=\left(N_{\mathrm{Re}}-N_{\mathrm{Re} \cdot}\right)^{1 / 2} \tag{2.1}
\end{equation*}
$$

Vectors $\mathrm{v}_{h}$ should be solenoidal, periodic in $z$, vanish at $r=1, R$, their transverse flux should be equal to zero, and they should satisfy the equations following from (1.3) -- (1.5) and (2.1)

$$
\begin{equation*}
A \mathbf{v}_{k}-\nabla p_{k}=N_{\text {Lic. }} \sum_{m+n=k}^{\prime} L\left(\mathbf{v}_{m} \mathbf{v}_{n}\right)+\sum_{m+n=k-2} L\left(\mathbf{v}_{m}, \mathbf{v}_{n}\right)+K \mathbf{v}_{k-2} \equiv \mathfrak{f}_{k} \tag{2.2}
\end{equation*}
$$

where the differential operators $A$ and $L$ are given for any vectors $\mathbf{u}$ and $\mathbf{v}$ symmetric under rotation, by $\quad A=A_{0}-N_{\text {Re }} K$

$$
\begin{gather*}
\left(A_{1} \mathbf{v}\right)_{r}=\Delta v_{r}-\frac{v_{r}}{r^{2}}, \quad\left(A_{0} \mathbf{v}\right)_{\theta}=\Delta v_{\theta}-\frac{v_{n}}{r^{2}}, \quad\left(A_{0} \mathbf{v}\right)_{z}=\Delta v_{z} \\
(K \mathbf{v})_{r}=-2 \frac{v_{0 n}}{r} v_{0}, \quad(K \mathbf{v})_{\theta}=\left(\frac{d v_{0 H}}{d r}+\frac{v_{n \cap}}{r}\right) v_{r}, \quad(K \mathbf{v})_{z}=0  \tag{2.3}\\
\{L(\mathbf{u v})\}_{r}=-\frac{u_{0} v_{0}}{r}+u_{r} \frac{\partial v_{r}}{\partial r}+u_{z} \frac{\partial v_{r}}{\partial z} \\
\{L(\mathbf{u}, \mathbf{v})\}_{0}=-\frac{u_{0} v_{r}}{r}+u_{r} \frac{\partial v_{\theta}}{\partial r}+u_{z} \frac{\partial v_{\theta}}{\partial z}, \quad\{L(\mathbf{u}, \mathbf{v})\}_{z}=u_{r} \frac{\partial v_{z}}{\partial r}+u_{z} \frac{\partial v_{z}}{\partial z}
\end{gather*}
$$

We shall seek such solutions of (1.2)-(1.7), for which $\boldsymbol{v}_{\boldsymbol{r}}$ and $\boldsymbol{v}_{\theta}$ are even functions and $v_{z}$ is an odd function of $z$, and therefore we shall subject the vectors $v_{k}$ to the same conditions. In particular for $\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}$ and $\mathbf{v}_{\mathbf{3}}$ we have

$$
\begin{gather*}
A \mathbf{v}_{1}-\nabla p_{1}=0, A \mathbf{v}_{2}-\nabla p_{2}=N_{\mathrm{Rc}} L\left(\mathbf{v}_{1}, \mathbf{v}_{1}\right)  \tag{2.4}\\
A \mathbf{v}_{:}-\nabla p_{3}=N_{\mathrm{lc}}\left[L\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)+L\left(\mathbf{v}_{2}, \mathbf{v}_{1}\right)\right]+h \mathbf{v}_{1} \tag{2.5}
\end{gather*}
$$

The right-hand side of (2.2) contains only the coefficients of the expansion (2.1) whose indices are less than $k$. Therefore $v_{h}$ and $p_{k}$ can be determined from the consecutive solutions of the linear problems. For $v_{1}$ and $p_{1}$ we have

$$
\begin{equation*}
v_{1}=\beta_{1} \varphi, \quad p_{1}=\beta_{1} p_{10} \tag{2.6}
\end{equation*}
$$

where $\beta_{1}$ is an independent constant and $\varphi, p_{1 \theta}$ represent the characteristic solution of the following boundary value problem:

$$
\begin{align*}
& A \varphi--\nabla p_{10}=0, \quad \operatorname{div} \varphi=0  \tag{2.7}\\
& \left.\varphi\right|_{r=1}, R=0, \int_{1}^{R} \varphi_{2} r d r=0 \tag{2.8}
\end{align*}
$$

This solution is $2 \pi / \alpha$-periodic and such, that $\varphi$ r and $P_{0}$ are even functions, while $\varphi_{z}$ is an odd function of $z$. We shall include, for definiteness, the normalizing condition

$$
\begin{equation*}
\int_{-\pi / 2 x}^{\pi / 2 \alpha} \int_{1}^{R} \varphi_{r} r d r d z=\frac{2}{\alpha} \tag{'2.9}
\end{equation*}
$$

Let $\psi$ and $q$ be a characteristic solution of the conjugate problem

$$
\begin{gather*}
A^{*} \psi-\nabla q=0, \quad \operatorname{div} \psi=0  \tag{2.10}\\
\left.\psi\right|_{r=1, R}=0, \quad \int_{\mathbf{i}}^{R} \psi_{z} r d r=0  \tag{2.11}\\
A^{*}=A_{0}-N_{\mathrm{Re}} K^{*}, \quad\left\{K^{*} \mathbf{v}\right\}_{r}=\left(\frac{d v_{0 \theta}}{d r}+\frac{v_{n \theta}}{r}\right) v_{\theta} \\
\left\{K^{*} \mathbf{v}\right\}_{\theta}=-2 \frac{v_{n \theta}}{r} v_{r}, \quad\left\{K^{*} \mathbf{v}\right\}_{z}=0
\end{gather*}
$$

satisfying the previous conditions of periodicity, parity and the normalizing conditions. Then the condition that the boundary value problem (2.2) has a solution, assumes the form [2]

$$
\begin{equation*}
\int_{0}^{2 \pi / \alpha} \int_{i}^{R} f_{k} \psi r d r d z=0 \tag{2.12}
\end{equation*}
$$

2. Linearized problem. We shall seek the solution $\Phi$ of the problem (2.7), (2.8) in the form

$$
\begin{align*}
\varphi_{r}(r, z) & =\varphi_{1 r}(r) \cos \alpha z,
\end{align*} \varphi_{\theta}(r, z)=\varphi_{1 \theta}(r) \cos \alpha z, ~=\varphi_{1 z}(r) \sin \alpha z, \quad p_{10}(r, z)=q_{1}(r) \cos \alpha z
$$

Functions $\varphi_{1 r}$ and $\varphi_{10}$ will be solutions of the following system of ordinary differential equations

$$
\begin{gather*}
\left(L-\alpha^{2}\right)^{2} \varphi_{1 r}=2 \alpha^{2} \lambda \omega(r) \varphi_{1 \theta}, \quad\left(L-\alpha^{2}\right) \varphi_{1 \theta}=2 a \lambda \varphi_{1 r}  \tag{2.14}\\
L=\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}-\frac{1}{r^{2}}, \quad \omega(r)=a+\frac{b}{r^{2}} \tag{2.15}
\end{gather*}
$$

and will satisfy the boundary and normalizing conditions

$$
\begin{equation*}
\varphi_{1 r}=\frac{d \varphi_{i r}}{d r}=\varphi_{1 \theta}=0 \quad \text { when } r=1, R ; \quad \int_{1}^{R} \varphi_{1 r} r d r=1 \tag{2.16}
\end{equation*}
$$

Functions $\tau_{12}$ and $q_{1}$ are given by

$$
\begin{equation*}
P_{12}=-\frac{1}{a r} \frac{d}{d r}\left(r \Phi_{1 r}\right), \quad q_{1}=-\frac{1}{a}\left(\frac{d^{3}}{d r^{2}}+\frac{1}{r} \frac{d r}{d r}-\alpha^{2}\right) P_{1 z} \tag{2.17}
\end{equation*}
$$

It was shown in [3] that for any $\alpha$ the problem $(2,14)-(2,16)$ has a sequence of positive and simple eigenvalues $0<\lambda_{1}(\alpha)<\lambda_{2}(\alpha)<\ldots$. Moreover, for all $\alpha$ except some enumerable set, $N_{\mathrm{Rc}^{*}}=\lambda_{1}(\alpha)$ is a simple eigenvalue of the problem (2.7),(2.8).

We shall further assume that $\alpha$ is not a member of the above set. Then $\lambda_{1}(\alpha)<$ $<\lambda_{k}(m \alpha)$ for all natural $k$ and $m$ except $k=m=1$.
We similarly obtain the solution of the conjugate system (2.10), (2.11) in the form

$$
\begin{gather*}
\psi_{r}(r, z)=\psi_{1 r}(r) \cos \alpha z, \quad \psi_{G}(r, z)=\psi_{10}(r) \cos \alpha z  \tag{2.18}\\
\psi_{z}(r, z)=\psi_{1 r}(r) \sin \alpha z, \quad q(r, z)=q_{0}(r) \cos \alpha z
\end{gather*}
$$

The following boundary value problem yields $\psi_{1 z}(r)$ and $\psi_{1 \theta}(r)$

$$
\begin{gather*}
\left(L-\alpha^{2}\right)^{2} \psi_{1 r}=-2 \alpha^{2} a N_{\mathrm{Re}^{*} *} \psi_{1 \theta}, \quad\left(L-\alpha^{2}\right) \psi_{1 \theta}=-2 N_{\mathrm{Re*}} \omega \psi_{1 r}  \tag{2.19}\\
\psi_{1 r}=\frac{d \psi_{1 r}}{d r}=\psi_{1 \theta}=0 \text { when } r=1, R ; \quad \int_{1}^{R} \psi_{1 \theta} r d r=1 \tag{2.20}
\end{gather*}
$$

Functions $\psi_{1 z}$ and $q_{0}$ are given by

$$
\begin{equation*}
\psi_{1 z}=-\frac{1}{\alpha r} \frac{d}{d r}\left(r \psi_{1 r}\right), \quad q_{0}=-\frac{1}{\alpha}\left(\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}-\alpha^{2}\right) \psi_{1 z} \tag{2.21}
\end{equation*}
$$

3. Determination of $v_{2}$. From (2.4) and (2.6) we have

$$
\begin{equation*}
A \mathbf{v}_{2}-\nabla p_{2}=N_{\mathrm{Re}} \beta_{1}^{2} L(\psi, \varphi) \tag{2.22}
\end{equation*}
$$

and we seek its solution in the form

$$
\begin{equation*}
\mathbf{v}_{2}=\beta_{2} \varphi+N_{\mathrm{Re}} \cdot \beta_{1}^{2} \mathbf{w}, \quad p_{2}=\beta_{2} p_{1}+N_{\mathrm{Re}} \cdot \beta_{1}^{2} q_{2} \tag{2.23}
\end{equation*}
$$

where $\beta_{2}$ is an unknown constant while w and $q_{2}$ represent the solution of the following boundary problem:

$$
\begin{gather*}
\Delta w_{r}-\frac{w_{r}}{r^{2}}+2 N_{\mathrm{Re}^{*}} \omega w_{\theta}=\frac{\partial q_{2}}{\partial r}+\frac{1}{2} F_{1}(r)+\frac{1}{2} F_{2}(r) \cos 2 \alpha z \\
\Delta w_{0}-\frac{w_{\theta}}{r^{2}}-2 a N_{\mathrm{Re}^{*} \cdot w_{r}}=\frac{1}{2} F_{3}(r)+\frac{1}{2} F_{4}(r) \cos 2 \alpha z  \tag{2.24}\\
\Delta w_{z}=\frac{\partial q_{2}}{\partial z}+\frac{1}{2} F_{5}(r) \sin 2 \alpha z \\
\frac{1}{r} \frac{\partial}{\partial r}\left(r w_{r}\right)+\frac{\partial w_{z}}{\partial z}=0, \quad w_{r}=w_{\theta}=w_{z}=0 \text { when } r=1, R
\end{gather*}
$$

Here we utilize the following notation:

$$
\begin{gathered}
F_{1}(r)=-\frac{\varphi_{1 \theta}^{2}}{r}+\varphi_{1 r} \frac{d \varphi_{1 r}}{d r}-\alpha \varphi_{1 z} \varphi_{1 r}, \quad F_{2}(r)=-\frac{\varphi_{1 \theta}^{2}}{r}+\varphi_{1 r} \frac{d \varphi_{1 r}}{d r}+\alpha \varphi_{12} \varphi_{1 r} \\
F_{3}(r)=\frac{\varphi_{1 \theta} \varphi_{1 r}}{r}+\varphi_{1 r} \frac{d \varphi_{1 \theta}}{d r}-\alpha \varphi_{12} \varphi_{1 \theta}, \quad F_{4}(r)=\frac{\varphi_{1 \theta} \varphi_{1 r}}{r}+\varphi_{1 r} \frac{d \varphi_{1 \theta}}{d r}+\alpha \varphi_{1 z} \varphi_{1 r} \\
F_{5}(r)=\varphi_{1 r} \frac{d \varphi_{1 z}}{d r}+\alpha \varphi_{12}^{2}
\end{gathered}
$$

Solution of $(2,24)$ has the form

$$
\begin{gather*}
w_{r}(r, z)=w_{1 r}(r) \cos 2 \alpha z, w_{\theta}(r, z)=w_{0 \theta}(r)+w_{1 \theta}(r) \cos 2 \alpha z  \tag{2.25}\\
w_{z}(r, z)=w_{1 z}(r) \sin 2 \alpha z, \quad q_{2}(r, z)=q_{20}(r)+q_{21}(r) \cos 2 \alpha z
\end{gather*}
$$

and the solution of the boundary value problem

$$
\begin{gather*}
\left(L-4 \alpha^{2}\right)^{2} w_{1 r}=8 N_{\mathrm{Re}^{*}} \alpha^{2} \omega w_{1 \theta}-2 \alpha^{2} F_{2}-\alpha \frac{d F_{5}}{d r}  \tag{2.26}\\
\left(L-4 \alpha^{2}\right) w_{1 \theta}=2 a N_{\mathrm{Re}^{*} w_{1 r}}+\frac{F_{4}}{2}, \quad w_{1 r}=\frac{d w_{1 r}}{d r}=w_{1 \theta}=0 ; \text { when } r=1, R
\end{gather*}
$$

yields the functions $w_{1 r}$ and $w_{10}$ while for $w_{00}, w_{12}, q_{20}$ and $q_{21}$ we obtain

$$
\begin{gather*}
w_{00}=\frac{r}{2} \int_{1}^{r} \frac{\varphi_{1 \theta}(\rho) \varphi_{1 r}(\rho)}{\rho} d \rho-\frac{\left(r^{2}-1\right) R^{2}}{2 r\left(R^{2}-1\right)} \int_{1}^{R} \frac{\varphi_{10}(\rho) \varphi_{1 r}(\rho)}{\rho} d \rho \\
w_{1 z}=-\frac{1}{2 \alpha r} \frac{d}{d r}\left(r w_{1 r}\right), \quad q_{20}=\int_{1}^{r}\left(2 N_{\mathrm{Re}^{*}} \omega w_{0 \theta}-\frac{F_{1}}{2}\right) d \rho+\mathrm{const} \\
q_{21}=-\frac{1}{2 \alpha}\left[\left(\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}-4 \alpha^{2}\right) w_{1 z}-\frac{F_{8}}{2}\right] \tag{2.27}
\end{gather*}
$$

The system (2.26) has a unique solution.
Indeed, as it was shown previously, $N_{\text {Re }}=\lambda_{1}(\alpha)$, and it cannot coincide with any of its eigenvalues $\lambda_{1}(2 \alpha), \lambda_{2}(2 \alpha) \ldots$. Condition that (2.12) has a solution for $k=3$ and $k=4$, yields

$$
\begin{gather*}
\beta_{1}{ }^{2}=\frac{J_{1}}{J_{2}} \equiv g, \quad \beta_{3}=0  \tag{2.28}\\
J_{i}=\int_{0}^{2 \pi / \alpha} \int_{i}^{R} \operatorname{rot} \varphi \operatorname{rot} \psi r d r d z  \tag{2.29}\\
J_{2}=N_{R e}^{3} \cdot \int_{0}^{2 \pi^{\prime \alpha}} \int_{i}^{R}[L(\varphi, w)+L(w, \varphi)] \psi r d r d z \tag{2.30}
\end{gather*}
$$

We note that if $\mathbf{v}_{k}$ is sought in the form $\mathbf{v}_{k}=\beta_{k} \varphi+\mathbf{w}_{k}$, where $\beta_{k}$ is an unknown constant and $w_{k}$ is a particular solution, orthogonal in $\psi$, of the corresponding inhomogeneous problem (2.2), then the solvability condition implies that all $\beta_{k}$ with $k$ even, vanish.
4. Spectral perturbation and stability. Small perturbation equation for the Couette flow has the form $\sigma u-\frac{1}{N_{R e}} \Delta u+K u=-\nabla p$

When $N_{\mathrm{Re}}=N_{\text {Ree }}$, then $\sigma=0$ is one of the eigenvalues of the problem (2.31).
For the supercritical Reynolds' numbers ( $N_{\text {Re }}=N_{\text {Ree }}+\varepsilon^{2}$ ) the first eigenvalue $\sigma$ can, in accordance with the perturbation theory, be expanded into the series

$$
\begin{equation*}
\sigma=\sigma_{1} e^{2}+\sigma_{2} e^{4}+\ldots, \sigma_{1}=\frac{J_{1}}{J_{3}}, \quad J_{\mathfrak{a}}=N_{\mathrm{Re}^{*}} \int_{0}^{2 \pi} \int_{1}^{\alpha} \varphi \psi r d r d z \tag{2.32}
\end{equation*}
$$

where $J_{1}$ is given by (2.29).
For the Taylor flow we have the following small perturbation equation:

$$
\begin{align*}
\sigma^{\prime} \mathbf{u} & -\frac{1}{N_{\mathbf{R e}}} \Delta \mathbf{u}+K \mathbf{u}+\varepsilon \beta_{1}[L(\varphi, \mathbf{u})+L(\mathbf{u}, \varphi)]+ \\
& +e \beta_{1}^{2} N_{\mathbf{R e}}[L(\mathbf{u}, \mathbf{w})+L(\mathbf{w}, \mathbf{u})]+\ldots=-\nabla q \tag{2.33}
\end{align*}
$$

When the Reynolds' numbers are supercritical, the first eigenvalue $\sigma^{\prime}$ can be expanded into

$$
\sigma^{\prime}=\sigma_{12} \varepsilon^{2}+\sigma_{18} \varepsilon^{3}+\ldots, \quad \sigma_{12}=-2 \sigma_{1}
$$

and, applying the result of [6], we can formulate the following theorem.
Theorem. Let the quantities $g$ and $\sigma_{1}$ defined by (2.28) and (2.32) be positive. Then, as the Reynolds' number passes through its critical value $N_{\mathrm{Rc}^{*}}=\lambda_{1}(\alpha)$, the Couette flow becomes unstable. However, a new, stable steady flow appears (the Taylor vortex), which can be represented by the Liapunov-Schmidt series (2.1) and which is
uniquery defined to within the displacement along the $z$-axis) by its wave number $\alpha$. Conditions of the theorem (positiveness of $g$ and $\sigma_{1}$ ) have so far been verified only for the case of a narrow gap between the cylinders and for the allied problems on convection [5-7]. In the present paper the validity of these assumptions is established by numerical methods.
3. Computation of the Taylor vortex. Let us consider the following boundary value problem $\left(L-\alpha^{2}\right) u=f, \quad u=0$ when $r=1, R$

Its Green's function is given by

$$
\dot{G}_{1, x}(r, \rho)=\left\{\begin{array}{lll}
D^{-1} \psi_{1}(r) \psi_{2}(\rho) & \text { for } & r \leqslant \rho  \tag{3.2}\\
D^{-1} \psi_{1}(\rho) \psi_{2}(r) & \text { for } & r \geqslant \rho
\end{array}\right.
$$

where

$$
\begin{gathered}
D=-I_{1}(\alpha) K_{1}(\alpha R)+I_{1}(\alpha R) K_{1}(\alpha) \\
\psi_{1}(r)=I_{1}(\alpha r) K_{1}(\alpha)-I_{1}(\alpha) K_{1}(\alpha r) \\
\psi_{2}(r)=I_{1}(\alpha R) K_{1}(\alpha r)-K_{1}(\alpha R) I_{1}(\alpha r)
\end{gathered}
$$

The boundary value problem

$$
\left(L-\alpha^{2}\right)^{2} u=f, \quad u=\frac{d u}{d r}=0 \quad \text { when }=1, R
$$

has the corresponding Green's function $G_{2}, \alpha(r, \rho)$. Since it is symmetrical, the expression for $r \geqslant \rho$

$$
\begin{align*}
& G_{2, x}(r, \rho)=\left\{K_{1}(\alpha r)-D_{1}^{-1}\left[\Lambda_{3}(R) u_{1}(r)-\Lambda_{1}(l i) u_{2}(r)\right]\right\} u_{1}(\rho)+ \\
& \quad+\left\{-I_{1}(\alpha r)+D_{1}^{-1}\left[\Lambda_{1}(R) u_{1}(r)-\Lambda_{2}(R) u_{2}(r)\right]\right\} u_{2}(\rho) \tag{3.3}
\end{align*}
$$

where

$$
\begin{gathered}
u_{1}=\Lambda_{1}(r) I_{1}(\alpha r)-\Lambda_{2}(r) K_{1}(\alpha r), \quad u_{2}=\Lambda_{3}(r) I_{1}(\alpha r)-\Lambda_{1}(r) K_{1}(\alpha r) \\
\Lambda_{1}(r)=\int_{1}^{r} I_{1}(\alpha r) K_{1}(\alpha r) r d r, \quad \Lambda_{2}(r)=\int_{1}^{r} I_{1}^{2}(\alpha r) r d r \\
\Lambda_{3}(r)=\int_{1}^{r} K_{1}^{2}(\alpha \dot{r}) r d r, \quad D_{1}=\Lambda_{1}^{2}(R)-\Lambda_{2}(R) \Lambda_{3}(R)
\end{gathered}
$$

is sufficient to define it.
Integrals $\Lambda_{1}(r), \Lambda_{2}(r)$ and $\Lambda_{3}(r)$ can be expressed in the terms of Bessel functions (see e.g. [9]. pp. 96-99).

Relations (2.14)-(2.16) yield

$$
\begin{align*}
& \text { 16) yield } \\
& \varphi_{1 r}=2 N_{\mathrm{Re}^{*} \alpha^{2}} \int_{1}^{R} G_{2, \alpha}(r, \rho) \omega(\rho) \varphi_{10}(\rho) \rho d \rho  \tag{3.4}\\
& \varphi_{10}=2 a N_{\mathrm{Re}^{*}} \int_{1}^{R} G_{1, \alpha}(r, \rho) \varphi_{1 r}(\rho) \rho d \rho
\end{align*}
$$

from which we obtain

$$
\begin{equation*}
\varphi_{1 r}=\lambda \int_{i}^{R} G_{3, \alpha}(r, \rho) \varphi_{1 r}(\rho) \rho d \rho \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
\lambda=4 N_{\mathrm{Re}}^{2} \cdot \alpha^{2}, G_{3, a}(r, \rho)=a \int_{i}^{R} G_{2, \alpha}(r, s) G_{1, \alpha}(s, \rho) \omega(s) s d s \tag{3.6}
\end{equation*}
$$

The eigenvalue and the corresponding characteristic solution of the integral equation (3.5) can be found using the method of consecutive approximations according to the scheme

$$
\begin{align*}
\lambda_{(n-1)} & =\left(\int_{1}^{R} \int_{1}^{R} G_{3, \alpha}(r, \rho) \varphi_{1 r(n-1)}(\rho) r \rho d \rho d r\right)^{-1}  \tag{3.7}\\
\varphi_{1 r(n)} & =\lambda_{(n-1)} \int_{1}^{R} G_{3, a}(r, \rho) \varphi_{1 r(n-1)}(\rho) \rho d \rho \tag{3.8}
\end{align*}
$$

Since the kernel $G_{3, \alpha}(r, \rho)$ is oscillatory [3] and the theorem on the positiveness of its eigenvalue holds (see e.g. [10], ch. 2, Section 3), the sequences (3.7) and (3.8) converge, respectively, to the smallest eigenvalue and to the eigenfunction of Eq. (3.5).

The value of $\alpha=\alpha_{*}$ chosen for the computations was such, that $N_{\mathrm{Re}^{*}}=\lambda_{1}\left(\alpha_{*}\right)=$ $=\min _{\alpha} \lambda_{1}(\alpha)$, since this case is the most interesting from the physical point of view. Computations can, however, be performed for any value of $\alpha$.

Values of the kemels $G_{1, \alpha}, G_{2, \alpha}$ and $G_{3, x}$ were given in the matrix form. All necessary integration was performed using the simpson, trapezoidal or rectangular rule, and the interval of integration was divided into sixteen equal parts. The final results were accurate to at least two or three digits. The method converged very rapidly for the example chosen, and only six integrations were needed.

Having obtained $\varphi_{1 r}$, we can find $\varphi_{10}$ from (3.4), and $\varphi_{1 z}$ from (2.17), we obtain

$$
\begin{equation*}
\varphi_{1 z}=-2 N_{\mathrm{Re}^{*}} \alpha \int_{i}^{R} \frac{1}{r}\left(G_{2, \alpha}(r, \rho)+r \frac{\partial G_{2, \alpha}(r, \rho)}{\partial r}\right) \omega(\rho) \varphi_{10}(\rho) \rho d \rho \tag{3.9}
\end{equation*}
$$

The derivative $\partial G_{2, \alpha}(r, \rho) / \partial r$ and other necessary derivatives were calculated directly in order to eliminate any errors which might have arisen during the numerical differentiation. Tables 1 and 2 give the results of computation for two cases ( $R=2$ and $R=1,5)$.

The conjugate system (2.19),(2.20) can be replaced by the following integral equations

$$
\begin{align*}
& \psi_{1 r}=-2 N_{\mathrm{Re}^{*}} a \alpha^{2} \int_{1}^{R} G_{2, \alpha}(r, \rho) \psi_{10}(\rho) \rho d \rho  \tag{3.10}\\
& \psi_{10}=-2 N_{\mathrm{Re}^{*}} \int_{1}^{R} G_{1, \alpha}(r, \rho) \omega(\rho) \psi_{1 r}(\rho) \rho d \rho \tag{3.11}
\end{align*}
$$

which yield the following expression :

$$
\begin{equation*}
\psi_{1 \theta}=4 N_{R e}^{2} \cdot \alpha^{2} \int_{1}^{R} G_{3, a}(\rho, r) \psi_{1 \theta}(\rho) \rho d \rho \tag{3.12}
\end{equation*}
$$

From (2.21) and (3.10) we obtain

$$
\begin{equation*}
\psi_{1 z}=2 N_{\mathrm{Re}} \cdot \alpha a \int_{i}^{\mathrm{R}} \frac{1}{r}\left[G_{2, \alpha}(r, \rho)+r \frac{\partial G_{2, \alpha}(r, \rho)}{\partial r}\right] \psi_{10}(\rho) \rho d \rho \tag{3.13}
\end{equation*}
$$

Table 1
Results of computation for the case $n=2, \alpha=3,163$
$N_{\text {Ro}}{ }^{\circ}=67.87, \beta_{1}=0.0188, \sigma_{1}=0.349$

| $r$ | $\varphi_{1 r}$ | $\varphi_{10}$ | $\varphi_{12}$ | $\psi_{1 r}$ | $\Psi_{10}$ | $\Psi_{1 z}$ | $w_{1 r}$ | $u_{00}$ | $w_{10}$ | $w_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0625 | 0.1078 | 0.5638 | -1.010 | 0.0451 | 0.324 | -0.4295 | 0.0183 | -0.n811 | 0.0052 | -0.0187 |
| 1.125 | 0.353 K | 1.0098 | -1.5182 | 0.1501 | 0.6245 | -0.6507 | 0.0199 | -n.1516 | 0.0107 | -0.0327 |
| 1.1873 | 0.04\% | 1.5012 | -1.6281 | 0.2789 | 0.8776 | -0.7369 | 0.0310 | -0.26127 | 0.6773 | -0.0415 |
| 1.85 | 0.8120 | 2.0107 | -1.4660 | 0.4050 | 1.0588 | -0.7006 | 0.0147 | -0.2203 | 0.0050 | -0.0438 |
| 1.3125 | 1.1217 | 2.3332 | -1.134 | 0.5105 | 1.1685 | -0.5831 | 0.0612 | -0.2195 | 0.0333 | -0.0397 |
| 1.375 | 1.2331 | 2.5102 | -0.7180 | 0.5738 | 1.1874 | -0.4139 | 0.0705 | -0.7861 | 0.0417 | -0.0305 |
| 1.4375 | 1.2018 | 2.6259 | -0.2806 | 0.6200 | 1.1625 | -0,2186 | 0.0751 | -0.1341 | 0.0488 | $-0.0183$ |
| 1.5 | 1.2473 | 2.5886 | 0.1309 | 0.6169 | 1.0752 | -0.1491 | 0.0745 | -0.0743 | 0.0512 | -0.000.3 |
| 1.3625 | 1.141 | 2.4394 | 0.48 Pa | 0.5664 | 0.8 F\%7 | 0.1099 | 0.0697 | -0.0102 | 0,0564 | O.0ass |
| 1:625 | 0.0762 | 2.1891 | 0.7480 | 0.5070 | 0.8057 | 0.3237 | 0.0612 | 0.0237 | 0.0552 | 0.0170 |
| 1.6875 | 0.7767 | 1,8854 | 0.9188 | 0.4134 | 0.6528 | 0.4387 | $0.05 \%$ | 0.0510 | 0.0503 | 0.0246 |
| 1.75 | 0.5625. | 1.5224 | 0.0735 | 0.3064 | 0.5022 | 0.5010 | 0.0383 | 0.0608 | 0.0423 | 0.0203 |
| 1.8125 | 0.3549 | 1.1345 | 0,0383 | 0.1875 | 0.3604 | 0.5000 | 0.0256 | 0.0560 | 0.0326 | 0.0308 |
| 1.875 | 0.1758 | 0,7437 | 0.7655 | 0. ก098 | 0.2304 | 0.4250 | 0.014 .3 | 0.0411 | 0.0215 | 0.0274 |
| 1.8375 | 0.0488 | 0.3624 | 0.4607 | 0.0282 | 0.1112 | 0.2634 | 0.0050 | 0.0212 | 0.0104 | 0.0191 |

Table 2
Results of computation for the case $\Pi=-1.5, \alpha=0$ $N_{\mathrm{Re}^{*}}=152.1, \beta_{1}=0.0060, \sigma_{2}=0.0106$

| $r$ | $\varphi_{1 r}$ | $\varphi_{10}$ | $\varphi_{12}$ | $\psi_{\text {ir }}$ | $\psi_{10}$ | $\Psi_{12}$ | $w_{1 r}$ | $u_{00}$ | 1010 | $w_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0313 | 0.644 | 1.8642 | -2.1091 | 0.1262 | 0.2246 | $-1.2652$ | 0.0083 | -0.2369 | -0.0144 | -0.0085 |
| 1.0625 | 1.30\% | 3.7832 | -3.3105 | 0.4327 | 0.7527 | -2.0095 | 0.0227 | -0.4273 | -0.015 | $-0.0402$ |
| 1.0938 | 1.8665 | 5.3767 | -3.6019 | 0.8267 | 1.3090 | -2.3004 | 0.0466 | -0.5408 | 0.0027 | -0.0772 |
| 1.125 | 2.3144 | f.6759 | $-3.2862$ | 1.2335 | 2.037 | -2.2760 | 0.0785 | -0.3616 | n.03n | -0.1035 |
| 1.1563 | $2.61 / 2$ | 7.6209 | -2.5704 | 1.5818 | 2.5434 | -1.0522 | 0.1154 | -0.4028 | 0.0714 | -0.1107 |
| 1.1875 | 2.7537 | 8.2117 | -1.62m0 | 1.8677 | 2.8987 | -1.4255 | 0.1481 | -0.3518 | 0.1172 | -0.08R9 |
| 1.2188 | 2.7393 | 8.4149 | -0.6!91 | 2.024 | 3.0400 | -0.7735 | 0.1712 | -0.1780 | 0.158 .5 | -0.0707 |
| 1.25 | 2.5920 | 8. 27116 | 0.37375 | 2.0520 | 2.8037 | -0,0734 | 0.1815 | 0.0030 | 0.1871 | -0,0.321 |
| 1.2813 | 2.317 | 7.8779 | 1.239 | 1.0513 | 2.7695 | 0.6964 | 0.1587 | 0.1591 | 0.1970 | 0.0173 |
| 1.3125 | 2.0223 | 7.0780 | 1.903\% | 1.7358 | 2.4014 | 4.1059 | 0.1555 | 0.2:02 | 0.1831 | 0.0497 |
| 1,3438 | 1.6ff2 | 0.1372 | 2.3416 | 1.4.300 | 1.032 x | 1.6360 | 0.1282 | 0.3271 | 0.1736 | 0.0703 |
| 1.375 | 1.3007 | 5. 0408 | 2.5210 | 1.0680 | 1.4139 | 1.8811 | 0.074 | $0.330 / 4$ | 0.1126 | 0.0783 |
| 1.4063 | 0.0450 | 3.8395 | 3.6038 | 0.6916 | 0.8097 | 1.8778 | 0.0675 | 0.2874 | 0.1100 | 0.0817 |
| 1.4375 | 0.6100 | 2.5764 | 1,0729 | 0.3504 | 0.4489 | 1.5921 | 0.0383 | 0.2096 | 0.0726 | $0.07 \%$ |
| 1.4688 | 0.2069 | 1.2871 | 1.1890 | 0.0080 | 0.1253 | 0.0819 | 0.0138 | 0.1006 | 0.0349 | 0.0427 |

The conjugare problem can be solved using the method given above, and the results are given in the Tables 1 and 2.

From (2.26) we obtain the following expressions for $w_{1 r}$ and $w_{1 \theta}$

$$
\begin{align*}
& w_{1 r}=8 N_{\mathrm{Ro}^{*}} \alpha^{2} \int_{i}^{R} G_{2,2 \alpha}(r, \rho) \omega(\rho) u_{10} \rho d \rho-\int_{i}^{R} G_{2,2 \alpha}(r, \rho)\left[2 \alpha^{2} F_{2}+\alpha \frac{d F_{5}}{d \rho}\right] \rho d \rho  \tag{3.14}\\
& \text { and } \quad w_{10}=2 a N_{\mathrm{Re}^{*}} \int_{1}^{R} G_{1,2 \alpha}(r, \rho) w_{1 r} \rho d \rho+\int_{i}^{\mid R} G_{1,2 \alpha}(r, \rho) F_{4}(\rho) \rho d \rho \tag{3.15}
\end{align*}
$$

$$
\begin{gather*}
u_{1 r}=\mu \int_{i}^{R} G_{3,2 x}(r, \rho) w_{1 r} \rho d \rho+F(r), \quad \mu=16 N_{\mathrm{Re}}^{2} \alpha^{2} \\
F(r)=8 N_{16 \alpha^{2}}^{2} \alpha^{2} \int_{i}^{R} G_{3,2 x}(r, \rho) F_{4}(\rho) \rho d \rho-\int_{i}^{1 R} G_{2,2 \alpha}(r, \rho)\left[2 \alpha^{2} F_{2}+\alpha \frac{d r_{3}}{d \rho}\right] \rho d \rho \tag{3.16}
\end{gather*}
$$

Inhomogeneous integral equation (3.16) is solved by the method of consecutive appro-
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ximations which converges, if $\mu<\mu_{1}$ ( $\mu_{1}$ is the smallest eigenvalue of the kernel $G_{3,2 \alpha}$ ). This condition is fulfilled if $\alpha$ is sufficiently near $\alpha_{*}$ and for any $\alpha>\alpha_{*}$. Indeed, in this case we have

$$
\mu / \mu_{1}=\lambda_{1}^{2}(\alpha) / \lambda_{1}^{2}(2 \alpha)<1
$$

In particular, when $\alpha=\alpha_{*}, \mu / \mu_{1} \approx 1 / 1$ and the method converges exceptionally well. Taking $w_{1 r(0)}=F(r)$ for the null approximation, we obtain the desired result already on the twelfth iteration.
Function $w_{10}$ is obtained from (3.15), while (2.27) and (3.14) together yield

$$
\begin{aligned}
w_{1 z}= & -\frac{1}{2 \alpha} \int_{i}^{11} \frac{1}{r}\left[G_{2,2 \alpha}(r, \rho)+r \frac{\partial G_{2 ., 2 \alpha}(r, p)}{\partial r}\right] \times \\
& \left.\times\left(8 N_{\mathrm{Re}_{*}} \alpha^{2} \omega w_{1 \theta}-2 \alpha^{2} F_{2}-\alpha \frac{d F_{\mathrm{s}}}{d p}\right) \rho d_{\rho}\right)
\end{aligned}
$$

Function $w_{0.9}$ together with the constants $\beta_{1}$ and $\sigma_{1}$ are obtained by numerical integration using Formulas (2.27) - (2.30) and (2.32).

Tables 1 and 2 give the results of the computations. Fig. 2 and 3 show the components of $v_{1}$ and $v_{\mathbf{2}}$ as functions of the radius,


Fig. 2 and the stream function of the Taylor vortex.
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Components of the vector $\beta_{1} \varphi_{1}$ where $\varphi_{i}=\left\{\varphi_{1 r}, \varphi_{1 \theta} ; \varphi_{1 z}\right\}$ are shown with solid lines, components of the vector $\beta_{1}{ }^{*} N_{\mathrm{Re}^{*}}, \mathbf{w}_{1}$ where $w_{1}=\left\{w_{1 r}, w_{18}, w_{12}\right\}$. are shown with dashed lines and the function $\beta_{3}{ }^{2} N_{\mathrm{Re}^{\alpha}{ }^{d}{ }_{0 \theta}}$ by the dot-dash line.
4. Evaluation of the torque. The torque due to the viscous forces acting on the inner cylinder is given by

$$
\begin{equation*}
G=\left.\frac{2 \pi R_{1} h p^{2} v^{2}}{R_{2}-R_{1}} N_{\operatorname{Re}}^{2 \pi / \alpha} \int_{i}^{2 \pi}\left(\frac{d v_{0}}{d r}-\frac{v_{\theta}}{r}\right)\right|_{r=1} d z \tag{4.1}
\end{equation*}
$$

where $h$ is the length of the cylinder. Inserting the expansion (2.1) into (4.1) we obtain the expression for $G$ in the form of a series in powers of $\varepsilon^{2}=N_{\mathrm{Rc}}-N_{\mathrm{Re}^{*}}$

$$
\begin{equation*}
G=G_{0}+\varepsilon^{2} G_{2}+\varepsilon^{4} G_{4}+\ldots \tag{4.2}
\end{equation*}
$$

Thus the formation of the Taylor vortices leads to the appearance of an angular point on the graph of the function $G=G\left(N_{\mathrm{Re}}\right)$.

Results of the computation of the viscous torque for $h=5 \mathrm{~cm}, v=0.1226 \mathrm{~cm}^{2} \mathrm{sec}^{-1}$, and $\rho=0.8404 \mathrm{~cm}^{-3}$. For $k=2$ and $\alpha=3.16 ; 3$ we have

$$
\begin{equation*}
a-71.7 x+1.96 e^{2}+\ldots \tag{4.3}
\end{equation*}
$$

while for $k \cdots 1.5$ and $16 \cdots i$, we have

$$
\because=18.5 .1+8.18 \varepsilon^{2}+\ldots
$$

Fig. 1 shows the comparison of the values of the torque calculated according to (4.3), with the results of Donnelly and Simon [11] and the approximate values obtained by Davey in [12]. Solid line is used to plot the viscous torque for the Couette flow, broken line shows the results of Davey and the dot-dash line denotes the results of the present paper. Experimental values obtained by Donnelly and Simon are denoted by crosses. It should be noted that a good agreement with the experimental data is obtained over an unexpectedly wide interval of the Reynolds' numbers, and in any case, for $N_{\mathrm{Re}} \leqslant 120$. This confirms, that the terms neglected in (4.3) were small. Presumably, even the appearance of the azimuthal waves resulting from the instability of the Taylor vortex, does not affect the torque to any significant degree.
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